
to a specific mode (A), can be used redundantly (R) or equivalent 

(E). Additionally we support the definition of a strict sequence (S) 

of observations followed by actions. Observations can either be 

activated instantly as soon as the mapping is started (once), can 

listen continuously to state changes (onchange) or can combine an 

initial check for the actual state and a continuous observation till 

the observation is evaluated to true. Mappings can fail and are 

then get reinitialized automatically. A comprehensive 

specification of the mapping language has been published online2. 

Figure 3 depicts a screenshot of the main screen of the tool.  

After all interactors and mappings have been specified they are 

loaded by our runtime environment, the MINT platform, and 

instantiated as state machines as part of a web server. 

Figure 4 shows a screenshot of two interactors running in parallel 

as state machines: A music sheet widget and a configuration bar to 

set how to control the page turning: by nodding, tilting the head 

or by turning it slightly to left or right. 

During the application is executed inside the webserver and 

displayed by a browser, a developer can connect in parallel to the 
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monitoring application that tracks all state changes of the 

interactors in real-time. Figure 5 shows a screenshot of the entire 

list of interactors running in parallel for the music sheet 

application. State changes are highlighted in yellow for a short 

amount of time to ease the observation. A second tab lists in the 

same manner the running multimodal mappings together with 

their actual state. The monitor logs all interactions in real-time 

and serves for (remote) debugging as well as for remote 

observations of a user interacting with an application. 

4. INTERACTIVE MUSIC SHEET 
When learning to play a musical instrument, or when playing one, 

a music sheet is used to give guidance as to how to perform the 

musical piece. However, as songs become longer and more 

intricate it may span across several sheets, forcing the player to 

stop playing to turn the page. Although this may become easier as 

one becomes more experienced with the instrument, it is a barrier 

for inexperienced players that can be tackled easily using a 

different mode to turn the pages other that your hand. 

One possibility could be the use of voice to issue a command to 

turn the page, but this would not be successful as it would disrupt 

the melody. With these facts in mind we propose a human-

computer interface to turn music sheets with simple head 

movements that can be captured by a basic VGA webcam, a 

common part of modern notebooks. The considered setup is 

shown by Figure 6.  

We have defined a head movement mode interactor enabling to 

detect tilting the head to the side, right and left, as the controller 

 

Figure 3. The main window of the mapping editor.  

 

Figure 5. The application monitor feature. 

 

Figure 6. Interacting with the music sheet. 

 

Figure 4. Web browser displaying a music sheets. 



to pass to the next page or return to the previous page, 

respectively. The corresponding interactor definition is straight-

forward like illustrated by figure 7. But to get this interactor 

working there this still a programming task to be done that links 

the interactor states to API calls of a head recognition and 

tracking application.  

Figure 8 shows a screenshot from our head tracking application 

that works well with using a simple VGA camera. The left side of 

the figure shows the debugging user interface in that a moving 

arrow represents the direction of the head movement (mirrored). 

5. RELATED WORK 
Model-based development to specify and generate user interfaces 

for several platforms has been practiced since two decades [6]. 

MBUID is mostly performed to semi-automatically generate 

interfaces to run on different platforms like a TV, a smart phone 

or to support different control modes. The generation of 

multimodal interfaces that consider more than one modality has 

been only performed to a limited extend [7] to consider 

XHTML+Voice based web applications. The open interface 

framework [3] helps assembling multimodal interfaces out of pre-

defined components but does not consider a behavior modeling. 

6. CONCLUSIONS 
This approach using interactors and mappings decreases the work 

and effort necessary to modify or even add new interaction styles 

to an already finished interface. For instance, if decided that the 

style of interaction defined isn’t ideal it can be modified or a new 

one can be designed (e.g., by moving his head from left to right) 

by simply changing the behavior of the interactors and mappings. 

We initially thought the music sheet application just as a small 

demonstration application to demonstrate what is possible with 

the proposed tool chain and to explain how easy the interaction 

can be monitored and changed using our tools. But interestingly 

controlling page turns using head movements (especially the 

tilting variant) figured out to work very well, which we initially 

didn’t expected. The reason for this lies in the fact that especially 

for the case that the music is unknown to the musician she really 

remains the head in a quite static position while concentrating on 

“reading” while playing. Only in cases in that the musician did 

know the music to play very well she focuses more on expressing 

emotions that actual reading the sheet. But in these cases the sheet 

itself is no longer required. 
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Figure 8. Head Tracking Software. 
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Figure 7. Head interactor, see 3 for the complete specification. 
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